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Big Data & Cloud Infrastructure  
DDN Product Portfolio 

Analytics Reference  

Architectures 

EXAScalerÊ 
10Ks of Clients 

1TB/s+, HSM 

Linux HPC Clients 

NFS & CIFS 

Petascale  

Lustre® Storage 

Enterprise  

Scale-Out File Storage 

GRIDScalerÊ 
~10K Clients 

1TB/s+, HSM 

Linux/Windows HPC Clients 

NFS & CIFS 

SFA12KX/E 
40 GB/s 

1.7M IOPS 

1,680 Drives, 

Embedded Option 

SFA7700 
Midrange Block, 

File & Object 

Platform: 

Å 13 GB/s 

Å 600K IOPS 

Storage Fusion ArchitectureÊ Core Storage Platforms 

SATA SSD 

Flexible Drive Configuration 

SAS 

SFX Automated Flash Caching 

WOS® 3.0 
32 Trillion Unique Objects 

Geo-Replicated Cloud Storage 

256 Million Objects/Second 

Self-Healing Cloud 

Parallel Boolean Search 

Cloud Foundation 

Big Data Platform 

Management 

DirectMon 

Cloud 

Tiering 

Infinite Memory EngineÊ 

Distributed File System Buffer Cache 

WOS7000 
60 Drives in 4U 

Self-Contained Servers 
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Adaptive cache with application 

& filesystem support for pre-

staging, alignment & by-pass  

NextGen 

SFA 

CIFS/NFS 

& S3/Swift 
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WOS Core Feature Baseline 

Fully-Integrated Object  

Storage Appliance 
60 Drives in 4U 

Federated, Global Object  

Storage Namespace 
Supports clustering of up to 256 nodes 

across 64 geographies, replicate data with 

smart policies for performance and/or 

disaster recovery on a per-object basis 

Object Disk Architecture 
Formats drives with custom WOS disk file 

system, no Linux file I/Os, no fragmentation, 

fully contiguous object read and write 

operations for maximum disk efficiency 

Latency-Aware Access Manager 
WOS intelligently makes decisions on 

the best geographies to get from based 

upon location access load and latency 

User Defined Metadata and  

Metadata Search 
Applications can assign their own metadata via 

object storage API, WOS now also supports 

simple search of WOS user metadata 

DeClustered Data Protection 
No hard tie between physical disks and 

data.  Failed drives are recovered through 

dispersed data placement ï rebuilds 

happen at read, not write, speed ï 

rebuilding only data. 

Flexible Data Protection 
Chose between replication, 

erasure coding or both 

REPLICATION 
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Distributed Hyperscale Collaborative Storage 
Global View, Local Access 

Key Features 

ÅAsynchronous or Synchronous Replication 
across up to 4 sites 

ÅGeographic, location, & latency 
intelligence  

ÅNAS data access @ LAN speeds 

ÅData and DR protected 

Key Benefits 

ÅUsers can access and update data 

simultaneously across multiple sites 

ÅIncreased performance & optimized 

access latency 

ÅNo risk of data loss 

Data locality 

&  

 Global 

Collaboration 

40 ms 

80 ms 

10 ms 

Los Angeles 

Latency Map 

30 

ms 

80 

ms 
10 

ms 

Madrid 

Latency Map 

Replicate & collaborate (ingest, access & 

update) at local speeds across multiple sites 
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WOS Reliability 

Complete Choice of Protection Schemes 
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Local Copy OA 

Raw Storage: 1.25X 

 

 

 

 

 

 

 

 

 

 

Use Case: 

Å Low cost local 

centralized storage 

Performance 

Efficiency 

Reliability 

Scalability 

Raw Storage: 2.5X 

 

 

 

 

 

 

 

 

 

 

Use Case: 

Å High throughput, 

streaming media, 

collaboration 

Performance 

Efficiency 

Reliability 

Scalability 

Raw Storage: <1.88X 

 

 

 

 

 

 

 

 

 

 

Use Case: 

Å Archives, Clouds 

Performance 

Efficiency 

Reliability 

Scalability 

Raw Storage : 3X 

 

 

 

 

 

 

 

 

 

 

Use Case: 

Å Distributed 

Collaboration 

Performance 

Efficiency 

Reliability 

Scalability 
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WOS Access: NFS, CIFS, S3, SWIFT, é 



ddn.com ©2013 DataDirect Networks.  All Rights Reserved. 

 Data locality 

&  

 Global 

Collaboration 

WOS Access NFS / CIFS 
Features & Value Proposition 

WOS Access 

NFS, CIFS 
WOS Access NFS/CIFS Features 
ÅScalable to multiple gateways across multiple sites 

ÅAccess ñclosestò instance of data via NFS/CIFS 

ÅSynchronized NFS/CIFS  namespace across 

remote sites 

ÅLocal read & write cache 

With WOS & WOS Access Gateway, distributed users can collaborate at local speeds 

across multiple locations using NAS protocols  

ÅSingle Global NFS Namespace 

ÅContinuously Synchronized 

ÅUp to 8 sites/gateways in v1.2 

NAS Client 

NAS Client 

WOS Access 

ÅNFS v3 & V4 

ÅCIFS SMB 1 & 2  

ÅHA & DR Protected 

ÅNamespace sync between 

gateways 

ÅAccess Controls 

ÅBuiltïin DR 

ÅSimple UI for administration 


