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Meeting Topics 

Å HPC in Materials Science * (Ping Golf) 
Å Datacenter Power and Cooling  *  (TACC only) 
Å The path to Exascale *  (Sriram Swaminarayan only) 
Å Clouds for HPC ? 
Å The Future of Lustre *  
Å Invited vendor presentations 
Å Other invited speakers 

ï 1000 Genome Project  
ï The AFRL Condor Cluster  
ï Update on HECToR 
ï Data Intensive Computing at SDSC  *  
ï Networking Information Technology Research and Development (NITRD)  
ï HPC as an Ecosystem 
ï IDC Updates  

Final agenda: http://www.hpcuserforum.com/registration/sandiego/sandiegoagenda.pdf 

Videos of some talks: http://insidehpc.com/category/events/hpc-user-forum/   talks marked with * available 

Presentations: http://www.hpcuserforum.com/download.html 
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Materials Science 

ÅPresentations from: 
ïTim Germann, Los Alamos National Laboratory 

ïBobby Sumpter,  Oak Ridge National Laboratory 

ïCharles R. Welch, US Army Corps of Engineers 

ïAndres Jaramillo-Botero, Caltech 

ïEric Morales. Ping Golf 

ÅCommon theme among 1st 4 speakers on need to 
match codes to future architectures including 
challenges of heterogeneous and hierarchal 
aspects of future architectures 
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Datacenter Power and Cooling Panel 

ÅTommy Minyard, Texas Advanced Computing 
Center  
ïEnergy efficient strategies in a large data center 
ïServers suspended in mineral oil 

ÅHenry Tufo, University of Colorado Boulder 
ïModular datacenter built by Epsilon in Ontario 

Canada, assembled on-site , measured PUE of 1.1 

ÅSteve Jones, Stanford University 
ïRetrofitting an existing building as a datacenter 
ïрсл Řǳŀƭ ǎƻŎƪŜǘ ƴƻŘŜǎΣ мнл b±L5L! aнлрл Dt¦Ωǎ 
ï Chilled Water, PUE 1.5 
 

 
 



Exascale 

ÅSririam Swaminarayan, Los Alamos National Laboratory 
ïFocused on changes to programming models 

ÅPeter Beckman, Argonne National Laboratory 
ïInternational Exascale Software Project 

ïNeed for investment in software to handle future 
architectures, recent HPC focus has been on hardware but 
software needs keep up 

ÅJeff Nichols, Oak Ridge National Laboratory 
ïPartnerships will be crucial for the success of Exascale 

initiatives, including with industry. Many think Exascale will 
cost us $5B over the next 5 years, or about $600M a year. 
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