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Agenda

* NSF HPC Strategy
— Holistic Cyberinfrastructure (Cl) Ecosystem
— Community Input: NSCI, NAS, CI12030

* NSF Leadership Computing Experience

— Scientific Impact
— Workload

* NSF HPC Roadmap
— NSF 17-558 Overview



NSF necessarily embraces an expansive view of Cl
driven by research priorities and the scientific process
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Community input is critical to NSR{@inning

Accelerating Science into tReiture

Future Directions of NSF Advanced Computational

Infrastructure to Support US Science in 2042022

— National Academy of Sciences (NAS) Final Report (2016)

—  http://www.nap.edu/catalog/21886/future-directions-for-nsf-
advanced-computing-infrastructure-to-support-us-science-and-
engineering-in-2017-2020

National Strategic Computing Initiative (2016)

— Community Workshops, RFls, Reports, Plan, Interagency coordination

Final report Co-chairs:
—  http://nsf.gov/cise/nsci/ W. Gropp/UIUC

NSF Advisory Committee on Cyberinfrastructure (ACCI) R Harrison/Stony Brook

— Co-chairs: Thom Dunning/UW, Gwen Jacobs/UH X A
— Working Groups: LWD, Data, Software, Research Cl Strategy O S
— http://www.nsf.gov/cise/aci/advisory.jsp Collague Le

NSF 17031 Dear Colleague Letter (Cl 2030)

— Request for Information : Cl Vision and strategy to uniquely enable

research - Diseine
— Closed April 5, 2017 G
—  https://www.nsf.gov/pubs/2017/nsf17031/nsf17031.jsp

. NEF



http://www.nap.edu/catalog/21886/future-directions-for-nsf-advanced-computing-infrastructure-to-support-us-science-and-engineering-in-2017-2020
http://nsf.gov/cise/nsci/
http://www.nsf.gov/cise/aci/advisory.jsp
https://www.nsf.gov/pubs/2017/nsf17031/nsf17031.jsp

National Strategic Computing Initiative (NJCI

Maximizing HPC benefits for economic competitiveness and scientific discovery

NSF called on to provideadership
* Scientific discovery advances
* Broader HPC ecosystem for scientific discovery

 Workforce development

Objectives
e 100x performance increase in HPC simulations
« Technical synergy in platform for modeling/data analytics
« Researchnto new devices, architectures to scale beyondrrent limits
[ * Increase capacity and capability of national HPC ecosyste]n
* Public/private partnership

Implementation plan

* NSF plan builds on the current foundation, while setting an ambitious
future

- Co-led by MPS/CISE with participation by all directorates
- https://www.nsf.gov/nsci/




FutureDirections for NSF Advanced Computing
Infrastructure to Support U.S. Science and Engineerin
iIn 20172020

! addzRé@ O2 Y Y Aaitigia®d poidrities andasdociatey
trade-offs for advanced computingn support of National Science
Foundation (NS LI2 Yy A2 NBR a40ASYyOS | yR

Co-chairs: 7 e
Robert Harrison 4 Bill Gropp A ,N‘
, _ Report available at
...wWill consider:

A NSF contribution in advanced computing www.nap.edu/catalog/21886
infrastructure to U.S. leadership and
competiveness in basic science and
engineering

A Expected future national-scale computing
needs ... in modeling and simulation as well
as data analysis

Complementarities, trade-offs
Range of operational models
Technical challenges
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NAS Report Recommendations and NSF
Response

. l Leadership-Class Computing solicitation l

« ~S30M Stampede?2 acquisition at TACC

* NAS workshop on converging simulation and data-driven science — Nov, 2017
* NSF HPC roadmap has been developed

* NSF CI 2030 Request for Information
* Discussions underway to improve efficiency of resource awarding process

* Renewal of XSEDE2 (S110M)
* Increase investment in software, advancing adaptability, reusability, credibility,
and sustainability

Pursuing the use of Major Research Equipment and Facilities (MREFC) account
and processes for largest investments




NSF CI 2030 RFI Disciplinary Coverage

https://www.nsf.gov/cise/oac/ci2030/

Cyberinfrastructu
re

Math and Physical
Sciences

Life Sciences

Geosciences

Engineering
Research

Computer Science

Education &
Learning

Cyber Ecosystem, Institutional, regional and national
perspectives, cybersecurity, software

Physics, Astronomy and Astrophysics, Mathematics,
Materials Science, Chemistry (incl. Chem Engineering)

Cellular, Organismal, Omics, Ecology, Environment,
Evolution, Conservation, Plant Sciences, Health Sciences,
Behavioral and Social Sciences

Oceans and Aquatic, Earth Science, Atmospheric and
Climate Science

Civil, Mechanical, Environmental, Nanotechnology

CS, Data Science, Open Data, Open Science

Education Research, Science of Learning, Educational
Data Mining, Learning Analytics, Technology in Education

31%

21%

19%

14%

6%

6%

3%



https://www.nsf.gov/cise/oac/ci2030/

Cl 2030: Emerging common Cl needs

across diverse S&E domains

Advanced computingGrowing need for on-demand computing for steering
simulations, rapid data processing, and experiments. Also, comparing simulations and
data.

Data Science and managemesig Data and Machine Learning cited in ~30% of RFI
responses as critical. Automated mining, analytics, visualization, provenance tracking
and credit, Open Data/Science, discoverability, accessibility, reproducibility, security,
privacy.

Multi -source streaming dataDealing with data from myriad sensors, devices (Internet

of Things, IOT), and cyber-physical systems, at all scales — human, community, built
environments, ecosystems, biodiversity...

Networking, communication, workflowsTechnologies and approaches that scale with
increasing performance demands. Processing and integrating streaming data. Long-tail
and big data workflows, storage, identity management, cybersecurity.

Software.Porting, accelerating, validating algorithms and community codes. Software
quality, reliability, validity, practices.

Training and workforce developmenkEor researchers and computing professionals,
diversity and inclusion. CS/Cl experts that collaborate closely with domain researchers.



NSF LEADERSHIP COMPUTING
EXPERIENCE



Leadership CapabilityEnables
Understanding of Early Cosmos

Cosmology of First QuasardDi Matteo
(CMU) Why Blue Waters?

Understand the formation of the first
guasars and galaxies from the smallest to
the rarest and most luminous, and the role
of these processes in the reionization of the
universe.

Factor of 10x in mass resolution, at least 4x
in volume over previous simulations

Used to make predictions for what will be
seen by the upcoming WFIRST and James
Webb Space Telescope (JWST; successor to
Hubble, launch planned for 2018).

In-memory simulation of 1 trillion particles
Full system needed for weeks: 20,250 nodes
(324,000 cores) using 1.2 PB of memory.




Leadership CapacityProvides
Transformative Insight

ArcticDEM- Morin (UMn) Why Blue Waters?
* Initiated as part of US Chairmanship of the Arctic * More than 1 million analyses over 2 years
Council — Interagency/Public/Private Partnership e 452 TB data transferred and analyzed,

—  NGA,NSF, ESRI/AWS and 5 Universities producing over 280 TB of results

Time-dependent, 2m resolution elevation dataset, ~1- 6. fdzS 2FGSNBE KlIa SEOSLIiAZVYI
2 m vertical accuracy covering 20 million km? only HPC centers with the capacity to complete this
LINE 2SOl o¢

— Arctic will have higher resolution continuous
elevation data than Western US

Image data from three optical, sub-meter satellites
licensed and funded by the National Geospatial-
Intelligence Agency (NGA)

Research and Societal Impact
Data analysis on Blue Waters over the next 2 years

Antarctica is next....

Supported by NSF Awards 1614673, 1542736, 1043681,
1541332, 1559691



Growing Usage Diversity on Blue Waters

Number of fields-of-science
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Historical Trend Usage (Node Hours) by NSF Directorate

Workload Analysis Report:

https://drive.google.com/open? §
d=0B_EbrAJuS7PsQilrVOxPUlkw
e : — -

R Mathematical and Physical Sciences M Bological Sciences N Geosciences B Engineering
N Other M Comgputer and Information Science and Engineerng Il Social, Behavioral, and Economic Sciences
B Human|ties/Arts I Vendor I Unknown

Node Hours: Total



https://drive.google.com/open?id=0B_EbrAJu57PsQi1rV0xPU1kwT1U

Job Size Trends Resulting from Increasing
Diversity

Ratio of smaller to larger jobs increasing over time

All of the major science areas (> 1 million node hours) run a mix
of job sizes and all have very large jobs (> 4096 nodes).

Some FoS have much higher percentage of very large jobs >

4096 nodes
 Magnetospheric Physics
 Cosmology

* Fluids Systems 0\
FoS with majority of smaller - = TNl e
jobs < 256 Fo s AR =

e Chemistry ,\/f\,//

e Molecular Biosciences vilg



Node Hours (Millions)

Scientific Requests to use Blue Waters have
been consistently ~3x over Capacity
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HPCROADMAP



NSF HPC Roadmap is Responsive to the EvolvingScience

Requirementsfor Advanced Computing
Complements Larger Aggregate Investments from Universities and other Agen

2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026..

v

Leadership HPC Planning to 3x TimeTo-Solution Improvemer > 20x Improvement

/ WrangleyUT Austin |
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Key:

Blue: Large-scale [ .
computation National HF.esource .ntlal Renewal
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NSF 17-558: Towards a Leadership-Class
Computing Facility — Phase 1

https://www.nsf.gov/funding/pgm_summ.jsp?pims_id=503148

NSC@ NSF
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WHERE DISCOVERIES BEGIN

Dear Colleague Letter: Request for Information on Future

Needs for Advanced Cyberinfrastructure to Support Science
and Engineering Research (NSF Cl 2030)

Towards a Leadership-Class Computing Facility - Phase 1

PROGRAM SOLICITATION
NSF 17-558

National Science Foundation

Directorate for Computer & Information Science & Engineering
Division of Advanced Cyberinfrastructure

Letter of Intent Due Date(s) (required) (due by 5 p.m. submitter's local time
July 14, 2017
Full Proposal Deadline(s) (due by 5 p.m. submitter's local time):

November 20, 2017




NSF 17-558: Solicitation Goals

Goals for Phase 1 System:

1. Serve as arobust, well-balanced, and forward-looking
computational asset (2-3x Blue Waters capability)

2. Serve as an evaluation platform for testing and demonstrating
the feasibility of an upgrade to a leadership-class facility (Phase 2)

2017 2018 2019 2020 2021 2022 2023 2024 2025 2026

March 2019
Blue Waters

Phase 1 System (2-3x Blue Waters)
NSF 17-558 ===~ _

*
b
)

Phase 1 Operations (5 years)

.
s

Phase 2 . Phase 2
Design&Planning™a__ __ o o o o - Construction
.
.
o
~

Phase 2 (> 10x Phase 1)




THANK YOU!




BACKUP SLIDES




Report Recommendations and Relevance to
Leadership Computing program

1. Grow comprehensive investments in advanced computing.
2.  Support full range of science requirements for advanced computing.

3.  Collect community requirements; construct and publish roadmaps to inform
decisions and set priorities about advanced computing.

4.  Adopt approaches that allow investments™ ... to be considered in an integrated
manner with the associated research.

5. Software.Support development and maintenance of expertise, scientific
software, and software tools relevant to advanced computing resources.

6. Nextgeneration capabilitiedModest infrastructure investment in “next-
generation” hardware, software technologies to explore new ideas for next-gen
capabilities. Radical new technology will not be adopted quickly.

7. Manage advanced computing investments in a predictable and sustainable way.



NSCI Objective 3

Establish over the next 15 years, a viable path forward for future HF
systems I n theerpost Moo

Happening now Longer term

e Multi-core and many-core eUsable parallelism,
processors concurrency, and

eDomain-specific integrated scalability
circuits eResiliency at scale _
devices (e.g., electron

eEnergy-aware computing eDecreased power spin)
eHierarchical memories consumption

eHigh-speed Interconnects

eNew materials (e.g.,
carbon nano-tubes,
graphene-based devices)

eNon-charge transfer

_ *Bio, nano, and quantum
eArchitectures that devices

reduce data movement

NSF Role: Support foundational research
Leadership by CISE, ENG, MPS, and BIO

Build on existing interagency and industry partnerships >



NSCDDbjectives 2 and 4

Increase synergy between technology used for modeling and simulation and
that used for data analytic computing

Increase the capacityand capability of an enduring national HPC ecosystem,
employing a holistic approach ... networking, workflow, downward scaling,
foundational algorithms and software, and workforce development.

NSF Role: Accelerate scientific
discovery advances
Participation by all NSF directorates
Expand international, interagency,
public sector, and industry
collaborations

Computational and
Data Enabled Science
and Engineering

Discover

Development and
Deployment

Emphasis on re-use, agility, interoperability,

sustainability “



Blue Waters Utilization

(May 2016 to May 2017)

Monthly Average Utilization
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Increasing interdisciplinary sharing

S —

Discipline —specific
Environments

Integrative
Services

Resources

Vision of National Research
Cyberinfrastructure

A national research Cl architecture

Applications,
Frameworks

Science
Portals

Research
Facilities

Data®\t m
lq O D S 0SG = Authentication

¢ HPC access, Open system
ederated storage community software
: " private, campus, NSF- d
international - d supporte
commercial national resouces
clouds resources

= I i G =P
N — ~—
\ R

[ National/International Research and Education Networks, Commercial Networks

«<—tducation, training, sustainability, security —



Snapshot of Cl concerns and needs

across all S&T fields...

27



Japan’s Capability-Centric HPC
Roadmap

Japanese i ¢ading MachineoCandidates

Roadmag of the 9 HPCI Universitx Centers

Hitachi SRI6000ML (172 1F, 22T8)
Hokkaido %‘ Cloud System Hitachi BS2000 44T, 1478 10+ I > 20 7 >
!
Toholu w NEC SX-9+ BEpS800(31TF) | | NEC SX-ACE 800TFbp/s 30+Hilop/s >
| APACS@OTE GPW) )
Tsukuba 31 [ COMIA (IPE Yeon Fhi) )
PostTXK JHPCA (~30 PF, (100+TB, o
Tokyo : T Tadki (14OTF) ) 600TiB, 40+ FB/s, 063+ FB/s))
“ ‘ Fujitsu FXL0 (1PFlops, 150TiB, 408 1 B's),
I Hitachi SRI6000/ML (54.9TF, 10.91B, 5376 TBY) 50+ H-
Tokyo Tech. Tsubame 20 2.4PF,  Tabame 25 6. PF, 110+ Taubame 30 (20~ PF, Taubame 4.0 (100~200 PR
4 S I 5~6PB/s) LAVW(Vax 23WW) /| 20~A0PB/S), 23-18VW
0 Fuisy NBOOOS 8TF 1TE8) Fujitsu FXL0 1€0.8TF 3L8TH), CX400(470.6TF. 5
Negoya g p Lioeen ) T Post FXL0 Upgrade (3PF) S0t [RAzEs
Cray XE6 (B00TF ©.6T8
KyOtO 1 o e [ Cray XC301(429TF) 10+ FE 50+ FF >
[ Cray X Phi(584TH

Osaka % mé%ggg-g'@” Fasta >] NEC SC-ACE 400TFbps > (5+PiBs) >

. Hitachi Hitachi HAB000tc/H] 210(500TF, 215 TB,
Kyushu o SRIB0N(25TF) /| 98.80TB), Yeon PNy (12TF H5TB, 10+ EE 50+ B
. 67.2TB), SRI60048.2TF 6TB, 44THS)

Fujitsu FX10 270TF, 66.28 TB's), CX400(510TF, 152.5TiB,
151.14THS), GPGPU(56TR, DTB, B2 TBY

~17PF April 2015, Japan-wide ~40PF(incl. K), SINET50(100GBps nationwide)



