
Are their more appropriate domain-specific performance metrics for science 

and engineering HPC applications available then the canonical “percent of 

peak” or “parallel efficiency and scalability? If so, what are they? Are these 

metrics driving for weak or strong scaling or both? 

•

•

•

•

–



Similar to HPC “disruptive technologies” (memory, 

power, etc.) thought to be needed in many H/W 

roadmaps over the next decade to reach exascale, are 

their looming computational challenges (models, 

algorithms, S/W) whose resolution will be game 

changing or required over the next decade? 

•

•

SPDEs: Transient 

Optimization: 

    - Size of a single forward problem 

Lower Block 

Bi-diagonal 

Block 

Tri-diagonal 

t
0
 

t
0
 

t
n
 

t
n
 



•

•

–

•

–

•

–

Ax = b AX = B,   Axi = bi ,   Aixi = bi

Ai
= A0 + Ai

pattern(Ai ) = pattern(A j )



What is the role of local (node-based) floating point accelerators (e.g., cell, 

GPUs, etc.) for key science and engineering applications in the next 3-5 

years? Is there unexploited or unrealized concurrency in the applications 

you are familiar with? If so, what and where is it? 

•

–

–

•

–

–



Should applications 

continue with current 

programming models 

and paradigms? 

•

•

–

–

•

•

•

parallel_for parallel_reduce


