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Radeon Technology Group Presents

New Path Forward for HPC and Ultrascale Computing Markets
FocusedCommitment to Meet Customer ComputindNeeds

Open Foundation For Development, Discovery arftucation
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ROCm Platform: A New Stage to Play

Announcing revolution in GPU computing

ROCK- Headless Linux® 64-bit Kernel Driver and ROCr:HSA+ Runtime
Open Source from the metal up
Focus on overalllatency to compute
Optimized for Node and Rack Scale MukiGPU Compute
Foundation to explore GPU Compute
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ROCm gives you a rich foundat

Bringing new capabilities you requested

. User Mode DMA . Low latency dispatch
Process Concurrency & Preemption HIP Runtime

HSA Signals and Atomics

Profiler Trace and Event Collection API Large BAR Low Overhead PCI® data transfers

User Mode DMA
Large Memory Single Allocation

Multi -GPU Coarse-grain Shared Virtual Memory Systems Management API and Tools

Offline Compilation Support
Multi -GPUMemory Management API
HCC C++ and OpenMP C/C++ compiler

Continuum 10 Anaconda with NUMBA
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ROCm Keeping the Signal Clean

User Mode DMA: Drives Down Latency of the Transfer SHOC

S>D Measured Bandwidth (GB/s) D->S Measured Bandwidth (GB/s)
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HCC (Heterogeneous Compute Compiler) Mainstream Standard Languages for GPU Acceleration

HCC is a single source ISO C++ 11/14ompiler for both the CPU andGPU
OPENMP 3.1 C & C++ Support Today for CPU

C++17 oParall el Standard Template Libraf
Built on rich compiler infrastructure CLANG/LLVNAnd libC++ .

Performance Optimization forAccelerators
Low level memory placement controls: prefetch, discard data movement
Asynchronous compute kernels

Scratchpad memories support
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Bringing rhythm to todayos de\

HIl P Heterageneous-Compute | nt er f ace for Portabilityo

Port from CUDA to a common C++ programming model
HIP code runs through either CUDA NVCC or HCC
HiPify tools simplify porting from CUDA to HIP

Builds on HCC Compiler

Host and device code can use templates, lambdas, advanced C++ features

C-based runtime APIs (hipMalloc, hipMemcpy, hipKernelLauncénd more)
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Embracing Python Developer Community with Heterogeneous Acceleration

Numbaspeedup your applications with high performance functions written

directly inPython Ay
-’_
o
Rich set of options to optimize for APU or discrete GPU
Async execution, specify group size, use shared memory Co N T I N U U M

Data transfer can be performed implicitly based on kernel arguments ANALYTICS

ANACONDA on ROCm a New Class of Performance for Python
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Going Global

Expanding Set of Cross Platform Tools

Software Landscape

Through 2015 OpenCL Catalyst™
Radeon Open |
Compute ROC Runtime
OpenCL™ +
Platform p OpencL
(ROCm)
Improved
Performance
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OpenCL and the OpenCL logo are trademarks of Apple Inc, used by permission by Khronos.

INCREASING MARKET ACCESS

---------------------------------------

----------------------------------------

CH
AMD HCC Compiler

One Code Base
Multiple Platforms

ROC Runtime
+

HIP

ISO G+

No GPU Acceleration

ISO G+

AMD HCC Compiler

Simplest Path to
GPU Acceleration
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ROC Runtime
+

C++11/14
+

PSTL
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Amp up the signal

Focusing on Solution & Building Out Key Foundations to Support Libraries , Frameworks and Applications via GPUopen



