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Economy boost with innovations

Drive high tech industries to avoid
strong Oil&Gas economy
dependency
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University/Academia orgs

Government orgs
Manufacturing design bureaus
Digital content creation studios

Finance (very small market)



RSC 0:3::3 Key Drivers and Constraipis

L 4

Cost of electricity
opx 1 MW per year = $1M

Cost of floor space

| _ To collect all
CAPEX $15K/sqg.m. Tier2, $26K/sq. m. Tier3 _
Cost of Tel In one place
OSLOT ITeleCcom in one DC

CAPEX ~$150 § OPX ~$30K/yr

Cost of workforce
$180K per person/year (incl. all payments)

Est. total Russia HPC Year Revenue ~
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RSC 0:322:0 Russia in Green500 __0.’__

5 years of green Russian HPC evolution

The highest
position - #30
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S GRXM Russian TopS0 rating — 4,.®.

TFLOPS
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9 years of Russian rating

Performance
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S GRXM Russian TopS0 rating — 4,.®.

Customer segmentation
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Russian HPC has market similar trends as
European and US markets

Market size is significantly smaller than EU or
US

Government NRE is not a widely used
practice in Russia

Commercial companies invest in IP

Russian companies own leading HPC
technologies in some areas
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Innovative HPC system developer and system integrator

Founded in Jan, 2009 in Moscow, Russia

Year revenue 7 $15-20 millions (hw, sw, services). Employees i 30.
In-house HPC server design with liquid cooling and software development
Leading HPC developer and solution provider in Russia/CIS

We focused on achieving the
new levels in

Efficiency

Performance

Productivity

Usefulness

Availability

Create innovative technologies
for the world leading HPC and cloud systems
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Development of energy efficient complete HPC solution
based on RSC Tornado architecture

Project proofed efficient liquid cooling

Based on industry standard COTS CPUs and
server boards

Up to 128 x 2 socket server 80 x 80cm x 42U

Achieving the world leading cooling PUE (1.06)

( intel’ inside”
——

Xeon'

_— s ‘[-‘

Xeon Phi"'

SERVER
BOARD inside”

RSC BasIS 1T self developed HPC/Cloud software stack
based on standard components



RSC % [FEe TornadoBGenerationly

L 28 4

y -

31 generation of RSC Tornado architecture :
with newest Intel E Xeon Phi E coprocessor

AUnique computing density

A181 TFLOPS perrack or
141 TFLOPS/ o

A3.8X higher than the
previous world record
for €86 architecture

ATwo RSCoO6s proj mtelt s wi
Xeon Phi inRussia outof 7

systems worldwide at Top500 1

first outside of the USA

" Noveifiber 12 -15 , 2012



oo

RSC 0:3.0.0 New breakthrough RN
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RSC Tornadoomputing nodes based dny i S € 1 -2680%iigh 1
LyuStt -capdoéssarskaibiuid cooling

A Record level performance 2.5 TFLOPSer node

A Fullyintegrated energy efficientsolution

— SERVER
L Xeon Phi J _ BOARD inside”

interinside"' (Iﬂtel) inside
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GRS RSC Tornado Product Ling®.
A { f_; RSC Data Center

. Up to PFLOPS

RSC D | mini
64 -256 nodes

RSC D | micro
16 -64 nodes

Electricity

Performance



