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Three Pillars of the Exascale Era
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Key Trends Affecting HPC

= Heterogeneity is all around us
—Compute: Scale, Vector, Spatial, Matrix (SVSM)

—Software
— Classical HPC stack, Al/ML frameworks, Big Data

—Memory, |/O

= New types of compute requirements “
—Al, Cloud, Big Data, Edge oy
—Al and Cloud are large markets and key drivers of reqﬁ}gments

= HPC is more complex than ever and fundamental shifts are occurring
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Converged workloads benefit from a tightly-
coupled “Data Centric” architecture

Tomorrow
TOday // (interactive workflows via tightly-coupled, high-
(communication through thin linearized pipe to filesystem) - bandwidth, active sharing of program data objects)

. W

DAOS, NVM,
New Architecture
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Deep learning and using surrogates bring
exciting new technology to accelerate progress

"Predicting Disruptive ln.stabi(ities inf Cc;ﬁtrolled Fusion Plasmas through
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Aurora at a Glance

77 1 second

\ The time it takes Aurora to solve a math problem that
would take 40 years if all the people on Earth each
did one calculation every 10 seconds.

% 600 tons
The weight of Aurora, which equals that of an Airbus 380.
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300 miles
The length of optical cable used in Aurora could
= reach from Los Angeles to San Jose, California.

.I:EE[ 10,000 square feet
The amount of floor space for Aurora, which
equals to 4 tennis courts.

8 minutes
<I‘ The time it takes Aurora to store enough characters
to write a stack of books that could reach the moon.

G 34,000 gallons per minute
Artificial Intelligence Analytics HPC Simulation > The rate of water moving through the cooling loop.

intel 7 Data Source: https://www.exascaleproject.org/wp-content/uploads/2020/10/Exascale-day-Aurora-Exascale-System.pdf
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Aurora System Architecture

SWITCH BLADE
HPE Slingshot

DragonFly topology

COMPUTE BLADE
Intel Xeon
X¢ EMIB
and Foveros
Unified memory
PCle
2 CPUs
6 GPUs GPU
Xe
Ponte Vecchio
3D Foveros integration

Xeon Scalable
SPR

COMPUTE CABINET

COMPUTE SYSTEM
>1 EF Sustained

NON-COMPUTE NODES
DAQOS Storage nodes

Persistent memory
>230 PBs >25TB/s
Service nodes




oneAPI Software Stack for HPC and Al Applications

oneAPI| Software Stack

Developer

oneAPI| Libraries

interface /

Direct Programming

Data Parallel C++, C/C++/Fortran
System OpenMP

Software
Above
Level O

N /

Analysis Tools

VTune™
Advisor
Debuggers

Level O Interface

System -
S oftware Host interface

LBE?S% Target System Software

Scalar

Target System Software Target System Software

Vector Matrix

Target System Software

FPGA
Spatial




Core Software HPC Components

oneAPI| |
* Developer environment program once run everywhere | Application 0 ||| Application 1

- mOS /
— Scalable operating system F -

Unified Control System

— Unified, Productive (single pane of glass), Reliable
- MPI
— Scalable, high performance, topology optimized
GEOPM

Operation Data

! Y~

_J row/rack History Data
— Global Extensible Open Power Manager A Data  ——— ——

Network % el2pElE]

B o
ontroller, Configuration

Data

PMIx
— Process management with “Instant On”

e

- DAOS row/rack _ o) RAS Data
ontroller, ——
Service and

— Distributed Asynchronous Object Store
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Disaggregated High-Performance Storage Using DAOS

DAOS Nodes (DNs)

Xeon® servers
Storage-class memory and NVMe attached storage

DAOS service , -

High-Performance
Fabric
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External Paralle File

System(s) W,

Lustre, GPFS, ...
J |
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Gateway Nodes (GNs) | :
Xeon servers with no local storage
IO forwarding service and data mover
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DAOS: Distributed Asynchronous Object Storage

Scale-out object store built from the ground  DAOS Benefits

up for massively distributed NVM storage = Built over new user space
PMEM/NVMe so@are:ﬁad&
iz.;?:;¥ions Workflow = High throughput/IOPS %arblt ry
alignment/size ‘
Rich D - N
Mlgdel:ta Data Model lerary m Ultra_ﬁne gra|ne > A
gRPC : S , /
Storage DAOS Storage Engine el (L Scalable communi 1and I/O
Platform Open Source Apache 2.0 License 1/O over homogenous’ ared—nothing
PMDK SPDK 4 .
servers J
Storage Intel® o l
Media Optane™ NVMe | “'D] = Software-managed redundancy

— Declustered replication and
erasure code with self healing
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Bringing Spark Analytics to Exascale

1. Port worklo to Spark
ds o
2. Integrate with cluster resource management (in Spark Job Scheduler)
- ‘ 3. Support NUMA Aware Task Scheduling (in Spark Task > 5
4. Support DAOS as intermediate data storag: ’ Mana
. ‘ ‘ 7. Support DAOS as input/output storage (|n Sp ; ‘ ” rce)

_Ve gr-
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OpenHPC

* Facilitates a vibrant

Contributors OEM University and efficient software
include Intel, Community Community ecgfsty‘stem

OEMs, ISVs, : OEM \ U"Siveri"v « Eases HPC application
labs, academia B stack | S levelopment

Integrates and PROJECT

tests HPC stacks Base
and makes them HPC Stack
available

Cadence: ~quarterly /A

_ LOWS users to
Continuous Integration Environment - quicklv |2e
-Build Environment & Source Control il

-Bug Tracking : a ; Age of A
-User & Dev Forums (97 . .
-Collaboration tools ' ‘ gt dre innovation
-Validation Environment .

“RRV" = Relevant and Reliable Version
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Key Trends Affecting HPC Converged workloads benefit from a tightly-

coupled “Data Centric” architecture
= Heterogeneity is all around us

Toda Tomorrow
_Compute: Scale, VeCtor, Spatlal, MatriX (SVSM) ’ (communication through thin line!rized pipe to filesystem) bg:;:;cttr?,“;:tvic\)/;kg;\)::isn\g?):Ig:\;gr-af:iqua:tefbglji:;s)
—Software T 1\

— Classical HPC stack, Al/ML frameworks, Big Data /% # ’
—Memory, 1/O Y ” H | DAOS, NVM,
h al New Architecture
= New types of compute requirements "
—Al, Cloud, Big Data, Edge /

> il
—Al and Cloud are large markets and key drivers of requir ments
= HPC is more complex than ever and fundamental shifts are occurring

. oneAPI| Software Stack
eve! CIDEI'
interface Direct Programming \ ' oneAPI Libraries

Analysis Tools

Porting Data Parallel C++, C/C++/Fortran VTune™
System OpenMP Advisor

e

\
N\,

.
~

System .
Software Host interface

ﬁ‘:,l:bo Target System Software Target System Software Target System Software

Level O Interface

Target System Software

CPU GPU
= Spatial
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Addressing Challenges Raised by Trends

= System design methodology needed
" Leverage massive investment by.cloud and Al, but optimize for HPC

——

—ex: GPUs _—
" Integrate heterogeneous components at the right level /; 7
= Provide a programming model encompassing expanding -ompu e

—Scalar, Vector, Matrix, Spatial, Mixed Precision, and Ed

- HPC
machines ; "

{

" Provide scalable software that supports new data models
= Facilitate platforms for converged HPC, Al, and Big Data ccfnputlng
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Tight Coupled Components

Accelerator
NIC

Cache

Processor
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