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POST-EXASCALE VISION: THE WHY ?

Data Compute Model
In 13 years In 10 years
~70x capacity (size) In 13 years
N 8000x model size
10) Capabmty 1000x Capablllty 100x more models
(bandwidth)
From Jaguar to Frontier From Petascale to Exascale From Alexnet to GPT-3
Workflow
: 300,000x compute consumed

https.//openai.com/research/ai-and-compute




THE DATA AND Al CHALLENGE

DATA IS OVERWHELMING B
COMPUTE AND NETWORKING . AI A&’Iéd.ge Devices

W fuel data growth

~ + Growing gap

Compute ...............
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HETEROGENEOUS COMPUTING
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Edge Compute
« Energy efficiency
« Persistent memory

« Al inference acceleration

Specialized Systems

« High-performance data analytics 5
« Large shared memory z
« Special-purpose accelerators

« Al training clusters

/
-
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N ... and beyond
.
« Algorithm Optimized
General-purpose Exascale Systems . Ar?alog comp?uting
cloud and data « 100,000+ components » Neuromorphic computing
Infrastructure « Ultra-fast, performance optimized « Quantum computing
» Composable « 20x more energy-efficient than

state-of-the-art



HPE VISION FOR MULTI-DIMENSIONAL WORKFLOWS

I‘“il'

~10x Exascale
Productivity and agility for
HPC and Al applications

Exascale supercomputer Federated diverse
systems

Integrate, automate, and optimize
workflows that span multiple
organizations, locations, and

complex workflows vendors

For modeling, simulation, data
- e ’ -

Today




FUTURE-PROOFING MULTI-DIMENSIONAL SUPERCOMPUTING

—

Performance based on Performance based on availability and Performance based on flexibility in
engineered design dynamic configurability consumption models
 Infrastructure  Parallel/distributed programming « Security
* Interconnect « Data management  Interoperability
*  Processor heterogeneity «  Federated orchestration * Energy efficiency
- Storage «  Analytics and Al enablement *  Flexible -aaS consumption
“Build systems that are more reliable ”Build tools that will make our ”Provide on-demand knobs of
and capable than today’s given a workflows run the best - faster and accessible performance, energy
cost and power-budget” efficient from edge-to-cloud” efficiency and productivity”
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Oak Ridge National Laboratory's Frontier Supercomputer
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AMD 21 - - ORNL’s Frontier ORNL’s TDS and

supercomputer full system are
e 74 HPE Cray EX cabinets iIS#1on the ranked #2 & #6

TOP500:

* 9,408 AMD CPUs, 37,632 AMD GPUs

« 700 petabytes of storage capacity,
peak write speeds of 5 terabytes
per second using Cray ClusterStor
storage system

» HPE Slingshot networking cables
providing 100 GB/s network
bandwidth.

: Source: November 2022 Top500 release, HPL-MxP mixed-precision benchmark (formerly HPL-AI).

on the Green500.

Built by HPE,
ORNL’s Frontier
supercomputer
IS#1 on the
HPL-MXP list.



https://www.top500.org/lists/top500/2022/11/
https://hpl-mxp.org/

FUTURE-PROOFING THE TECHNOLOGY UNDERPINNING

Storage

Compute: CPU Management
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GE Aero Success

» Exascale Drives Industry Innovation for a Better Future - Exascale
Computing Project (exascaleproject.org)

- "Dave Kepczynski, chief information officer for GE Research and co-chair of

ECP's Industry and Agency Council, says, "Exascale is a massive
accelerator for technology, productivity, engineering, and science.”

- "Recognizing the need for exascale-level
computing to simulate important aspects of their
design, GE Aerospace applied for and was
awarded access to DOE's Frontier
supercomputer through the agency’'s competitive
peer-reviewed Advanced Scientific Computing
Research Leadership Computing Challenge.”

—


https://www.exascaleproject.org/exascale-drives-industry-innovation-for-a-better-future/
https://www.exascaleproject.org/exascale-drives-industry-innovation-for-a-better-future/
https://www.ge.com/research/
https://www.olcf.ornl.gov/frontier/
https://www.olcf.ornl.gov/frontier/

HPE Slingshot Wins: Span Verticals, GEOGRAPHIES, and CPU/GPUs

Jun. 23 Top500 w/HPE Slingshot
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#8  Perlmutter (LBNL/NERSC) e b A Y, veom ‘{\I
“Fron’rller . “Aurora” “El Capitan”
Oak Ridge National Laboratory Argonne National Laboratory Lawrence Livermore Nat'l Laboratory

Polaris (Argonne NL)

ARCHER?2 (EPSRC/U. of Edinburgh) B -
Ghawar-1 (Saudi Aramco) E 'Cﬁ@qs%?
---!l [
“LUMI” “Crossroads”
Cactus (GDIT/NOAA) EuroHPC JU Tri-Labs
Dogwood (GDIT/NOAA)
Narwhal (Navy DSRC) : “? ' 4 ‘
' “Setonix”
“PerlmuTTer

NERSC Pawsey Supercomputing Ctr, Australia

#153 Dardel CPU (KTH)

#156 Warhawk (Air Force Res. Lab.)
#167 Delta (NCSA)

#168 Hotlum (HPE)

!éﬁ-ﬁm;. w~ ‘!f'? -
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Fawbush and “Miller” “Dardel” “Kestrel”
#197 Aspire GPU (NSSC) ORNL (US Air Force Weather) KTH Royal Institute of Technology National Renewable Energy Lab (NREL)
.... Plus 205, 233,314, 335,418 .
- Both HPE Cray EX and Apollo leadership systems!
Light Blue = HPE Slingshot NIC Performance with both HPE Slingshot NIC and Industry NICs! 10




ULTRA ETHERNET VISION

Deliver an Ethernet based open, interoperable, high performance, full-communications stack

architecture to meet the growing network demands of Al & HPC at scale

4 )

THE NEW ERA

NEW NETWORK

\

r

NEEDS A Ultra£thernet

As performant as a
supercomputing interconnect

~

As ubiquitous and cost-

effective as Ethernet

As scalable as a cloud data

center
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FOUNDING MEMBERS

AMD ¢

IIT
CISCO

intel.
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EX2500 RACK SPECIFICATIONS

EX2500 Specifications
o

3225 Ibs (fully loaded)

; >
Rack 2000mm (42U) x 900mm wide x 1719mm (h x w x d) - 'l’ i,.o-//p
Floor Weight (max): 197.7 Ibs/sqft or 964.8 kg/sgm w -
- b
Technologies All Blades supported on EX4000 will be supported on EX2500 Rack. ni
Supported (Rome/Milan, A100, SPR, SPR-HBM, Genoa, MI300A, MI200, etc.). See Roadmap. ‘ ‘ "\ AN
2%

Target Inlet
Tem perature Up to 32C for top bin CPUs and GPUs (configuration dependent) |4 :
Support 7 ’

. 96x 2P CPU nodes / rack by e
Density 48x 4P GPU nodes / rack

North American/Japan International

VOLTAGE 480 VAC 3-phase 60Hz 380 or 400 VAC 3-phase 50/60Hz
POWER Up to 200 kW (NA) / Up to 130kW (Intl)

POWER CIRCUIT
RECEPTACLE

480 VAC 480VAC 380-6r400-VAC  3800r 400 VAC
3-phase 3-phase 3-phase 3-phase
Qty 3 per rack Qty 3 per rack
100A 60A 125A 63A
Meltric 31-94243- Hubbell Hubbell 463C6W
K04 460CTW

Note: 208/230V at up to 20A needed for in-rack CDUs (Cooling Distribution Unit)

E—
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HPE Cray Programming Environment
Comprehensive set of tools for developing, porting, debugging, and tuning of HPC applications on HPE & HPE Cray systems

Development Debugging _ Setup & Runtime
Programming Models Programming Languages Environment Setup
_ _ _ (for Spack, CMake, EasyBuild, etc)
| ADROCTHP|WIDACUDA P _
_ _ Stack Trace Analysis Tool Supported SyStemS:
Programming Environments Stack tracing at scale
 Merative Refinement Tookit + HPE Cray EX
I/0 Libraries « HPE Cray XD
- I

s TR [ 18
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Chapel Parallel Programming Language C
CcCHARPEL
Chapel is a language designed for productive parallel programming, = 2
particularly on large-scale systems. Chapelis ..
"We ask students at the master's degree to do stuff that would take 2 years and they do it in
asy 10 Use 3 months." Professor Eric Laurendeau at CHIUW 2022

Portable

_ Achieved 8,500 GIiB/s when sorting 256 TiB in 31 seconds on 8192 HPE Cray EX Nodes

HPE Cray EX, HPE Apollo, Cray XC, most *nix systems, Mac, NVIDIA and AMD GPUs

On NVIDIA H100 and AMD MI250X, matching performance of CUDA and HIP reference
versions of the Stream Triad benchmark on large problem sizes

GPU-Ready

Open source Team at HPE actively interacts with Chapel community at chapel-lang.org

— | 16


http://chapel-lang.org/

HPE GREENLAKE

EDGE-TO-CLOUD PLATFORM

EDGES COLOCATION /.DATACENTERS CLOUDS
- Scale up Managed
- - - 1 i H
Self-service Pay-per-use and down for you

THE CLOUD THAT COMES TO YOU

y/




POST-EXASCALE VISION

The "Interconnect” is
the supercomputer

"Workflows” are the
new applications

18



The way forward

HPE has a unique vantage point

rooted in our own sustainability journey

# 1 Commitment to be a net-zero enterprise across our entire value chain
' HPE Cray Supercomputer Frontier in Top by 2040 with near-term goals by 2030

500 and #6 in Green500 list
= ~50% 6000+

of renewable electricity sourced in our patents for transformational low-carbon
operations on our way to 100% by 2030 technologies filed since 20003

7_ HPE supercomputers on Top 10 of the -

...... — Green500 list pes - S
85%

1 O 1 ~— of tech returned to HPE is upcycled = Social and Environmental Responsibility
and put back |nto active use2 = audits conducted with suppliers

- HPE supercomputers on the Green500 "’"' — e et e T '

~ list of the world’s most energy-efficient "5 | e

~ supercomputers ":a- e

] e

-
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IHPE Living Progress Report; 2021‘ -, 3 Based on HPE internal records
2HPE Financial Services Technology Renewal Center mformatlon 42021 Living Progress Data Summary, 2022



Talk to HPE about bringing the

technology that drives
leadership computing
& Al-at-scale

to your HPC systems



Thank you

bill.mannel@hpe.com
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