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Major HPC/AI Players in the Middle East

• Saudi Arabia

• KAUST

• Saudi Aramco

• KFUPM, KAU

• KACST

• NEOM

• United Arab Emirates

• G42

• NYU AD, MBZUAI

• ADIA Lab



Saudi Arabia



KAUST Shaheen II Supercomputer
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Processor type:  
Intel Haswell

2 CPU sockets per node @2.3GHz
16 processor cores per CPU

6174 nodes 197,568 cores

128 GB of memory per 
node

Over 790 TB total memory

Power Up to 3.5MW Water cooled

Weight/Size
More than 100 metrics 
tons

36 XC40 Compute cabinets, disk, blowers, 
management nodes

Speed
7.2 Peta FLOPS 
peak performance 

5.53 Peta FLOPS sustained LINPACK and ranked 
113th in the latest Top500 list

Network
Cray Aries interconnect 
with Dragonfly topology

57% of the maximum global bandwidth 
between the 18 groups of two cabinets
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Storage
Sonexion 2000 Lustre
appliance

17.6 Peta Bytes of usable storage
Over 500 GB/s bandwidth

Burst Buffer DataWarp
Intel Solid Sate Devices (SDD) fast data cache
Over 1.5 TB/s bandwidth

Archive Tiered Adaptive Storage 
(TAS)

Hierarchical storage with 200 TB disk cache and 
20 PB of tape storage, using a spectra logic tape 
library (Upgradable to 100 PB)

Used by 115 KAUST faculty



Shaheen III Requirements

• Accommodate multiple workloads

• HPC (Shaheen II)

• AI (Ibex)

• Hybrid

• Proposed solution

• Single unified system

• Modular architecture: CPU + GPU partition

• Support multiple usage patterns

• Performance Requirements

• CPU & GPU partition (real application performance)

• Project & scratch storage

• High-speed interconnect



Shaheen III Specifications

• HPE Cray EX System

• CPU Partition

• 4608 nodes (2 x 96 Cores AMD Genoa)

• GPU Partition

• 704 nodes (4 x NVIDIA Grace Hopper Superchips)

• Storage

• ClusterStor E1000: 20PB (scratch), 57PB (project)

• Interconnect: HPE Slingshot

• Cooling: closed-loop liquid cooling

• Schedule

• Operational in 2023 (CPU), 2024 (GPU)



Shaheen II Utilization

• Provided 7.4 Billion Core Hours

• Served 1467 Users



Collaboration with Prof. Matteo Parsani:
Full Simulation of Flows Around Racing Cars

Significantly enhance simulation accuracy at the full vehicle scale 

• Detect and improve performance bottleneck

• Scaling the code up to full Shaheen II



Introduction to Data Science Workshop Series

• Mission: Equip students from KAUST and Saudi Arabia to build capacity in core data 
science tools and methods so they can begin building their data science applications.

• Widely popular series since 2018

• Consisted of hands-on single-day workshops,

• Introduction to Python for Data Science

• Introduction to Shell for (Data) Scientists

• Introduction to Conda for (Data) Scientists

• Introduction to SQL for Data Science

• Introduction to Git for (Data) Scientists

• Statistics

• More than 5000 participants registered

• 40% In-Kingdom Participants

• Since 2020, More than 6000 YouTube Views 



Building Communities

• Goal: Establishment of National HPC / AI Ecosystem

• National HPC / AI Infrastructure

• National HPC / AI Community

• Providing service to in-Kingdom organizations

• Computing cycle (157 users from 18 organizations)

• Consulting

• Training

• Community event: e.g., HPC / AI Saudi



Advanced Support for Saudi Aramco: 
Trillion Node Reservoir Simulation

• TeraPOWERS – new trillion node reservoir simulation to 

model oil migration problems in the Kingdom in a 

fraction of the time of previous run

• Shaheen II serves as the ONLY platform in the Kingdom 

for TeraPOWERS for developing capability and 

performing large scale production runs

• “We simulated an oil migration problem in the Kingdom 

from the source rock to the trap with millions of years of 

history in 10 hours using 1 trillion active computational 

cells”, Ali Dogru

• “We could not have achieved this incredible milestone 

without the expertise and resources from KAUST, which 

provided superb support,” Larry Fung

The EXPEC Advanced Research Center (EXPEC

ARC) TeraPOWERS Technology Team, under the

leadership of Saudi Aramco fellow Ali Dogru,

achieved a major breakthrough with the

industry’s first trillion cell reservoir simulation run

on October 28, 2016

Aramco news, Dhahran, November 23, 2016

http://www.saudiaramco.com/en/home/news-media/news/saudi-aramco-scientists-achieve-new-world-record.html



Saudi Aramco

• Multiple Top500 Systems

• Dammam-7: #23 (seismic analysis)

• Ghawar-1: #33 (reservoir simulation)

• Unizah-2 (#188), Makman-2 (#393), Makman-3 (#369)

• Relevant Division 

• Upstream (reservoir, seismic)

• Downstream

• R&D

Gravity Separator

Largest Scale Simulation of Engineering Code (~200,000 Cores)



Saudi Universities

• KAU (King Abdulaziz University)

• Aziz Supercomputer (2015)

• Fujitsu Primergy CX400 

• 230TF Peak Performance (11,904 cores in 496 nodes)

• Major Research Area

• Aeronautics, climate modeling, genomics 

• KFUPM (King Fahd University of Petroleum & Minerals)

• Alfahd Cluster (2020)

• Huawei Fusion / Dell PowerEdge Servers

• 153TF Peak Performance (3,944 cores in 132 nodes)

• Major Research Area

• Geoscience, computational chemistry, material science 



Saudi Government Agency

• KACST (King Abdulaziz City for Science and Technology)

• Three Major Functions

• Laboratories and Technology Development

• Support for Scientific Research

• Innovation Support

• Sanam Supercomputer

• Adtech

• 1.1PF Peak Performance (38,400 cores in 210 nodes)

• #52 in top500 (2012)



NEOM

• Pillars: Three Engines for a Truly Cognitive Infrastructure



United Arab Emirates



Computing Resource

• G42 (Group 42) Company

• Artemis Supercomputer

• 81 NVIDIA DGX-2

• 7.26 PF Rmax (#90 in top500)

• Condor Galaxy 1

• 64 Cerebras CS-2

• 4 EF (FP16) from 56 Million AI Cores 

• Plan to deploy two more systems CG systems

• G42 Cloud maintains several other systems



UAE Universities

• NYU AD (New York University Abu Dhabi)

• Jubail Supercomputer

• Dell PowerEdge

• 1.5 PF (33,000 cores, 300 nodes)

• Key Research Areas

• Astrophysics: Center for Space Science and Center for Astro 

Physics and Particle Physics

• Chemistry (Simulation, Modeling & NMR): including the 

Center for Smart Engineering Materials

• Computer Science: NLP & Machine Learning

• MBZUAI (Mohamed bin Zayed University of Artificial 

Intelligence)

• Campus Supercomputing Center

• 25 DGX-2, 18 DGX, 64 GPU nodes (4 A100), 32 CPU nodes



Thank you!

jysoo.lee@kaust.edu.sa


