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Memory Capacity Matters
ML models grow exponentially
The emergence of Terabyte-Class Models pushes the limits of the infrastructure towards memory fabrics

Proprietary Memory Fabric

GPU Memory (GB) over NVIDIA DGX Generations
Model Memory Requirement (GB)
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Memory and Compute Requirements
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The Ever-Worsening Compute-Memory Gap 
Memory performance advances at a slower pace than compute performance.
Consequently, the performance gap creates a “Memory Wall” effect.

All product names, brands, logos and trademarks are property of their respective owners
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Local Memory
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When Memory Bandwidth is Exhausted
Compute cores become stranded



The Simple Truth Behind Memory Bandwidth
Techniques: Move up the ladder of  / DDR rate  / DDR generation  / # of memory channels

All product names, brands, logos and trademarks are property of their respective owners

520230908 HPC User Forum

Theoretical Per-Socket Bandwidth (2013-2023)

AMD

Intel

Genoa

307.2

460.8

Theoretical Per-Core Bandwidth (2013-2023)

Max Core-Count SKU

5.12GB/s GB/s

SPR

SPR

4.8

Genoa

Bergamo
460.8/96 307.2/60

Bergamo

460.8/128

3.6

(DDR T/s per data line) * (width = 64b) * (# Mem Chs) / 8 

ICX

(DDR T/s per data line) * (width = 64b) * (# Mem Chs) / 8 

   / (#Cores Max SKU)

12 x DDR5 Ch

Maximal Memory [Capacity/Core] and [BW/Core] is FIXED on a per CPU-SKU basis

The (Compute:Memory) Ratio is LOCKED on system build



The solution

UnifabriX is redefining memory composability

 UnifabriX MAX is the world’s first Software-Defined Memory Pool
to provide memory Bandwidth and Memory Capacity on-demand,

using the standard-based OPEN ecosystem of CXL

Full flexibility with setting memory [capacity/core] and [BW/core] independently of CPU SKU
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Meet MAX: World’s first Software-Defined Memory Pool

Standard 2U FF

CDFP Gen5/Gen6 x16

SSDc-oM (NVMe-oCXL)

8 x CXL 1.1/2.0 FE Ports

2 x CXL 3.0 Fabric Ports2 x 400GE QSFP-DD

4-32 TB Memory

Type-3 / Type-2

CPU-Agnostic

CXLoE (CXL-oEthernet) EoCXL (Ethernet-oCXL)

Autonomous Tiering

HeatMap

Adaptive Memory Sharing

Memory-aaS

Workload SLA

FlexMemory

Memory Health PFA

Security

Virtualization

Inventory Management

Orchestration API

Performance Telemetry
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Smart Interleaving

RAS



1 TB/s

64 GB

Local DRAM
300 GB/s

4 TB

MAX

Scales up to  512 GB/s

32 TB

150 GB/s

4 TB

HBM
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MAX Memory Hierarchy: More Capacity, More Bandwidth



SuperScaling HPC & AI with MAX-Memory
UnifabriX MAX provides up to 256TB of GPU/CPU shared memory for the most demanding HPC & Generative AI workloads

The introduction of CXL opens the door to new opportunities 

MAX-Memory

GPU GPU

GPU GPU

CPU

Accelerated Compute Blade

GPU GPU

GPU GPU

CPU

Accelerated Compute Blade

GPU GPU

GPU GPU

CPU

Accelerated Compute Blade

GPU GPU

GPU GPU

CPU

Accelerated Compute Blade

MAX-Memory MAX-Memory

…

…
Up to 256TB GPU/CPU Shared Memory
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MAX: Dual-Personality Memory-aaS and Storage-aaS
Abstracts the memory media via load-store semantics or via NVMe block semantics.
World’s fastest NVMeTM Technology over CXL 2.0/1.1

Industry performance reference*

*Compared to state-of-the-art high-performance PCIe Gen4 NVMe Drive

8x 5x

Industry performance reference*
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Standard Memory DIMM Form-Factor Standard Memory EDSFF Form-Factor

Standard Memory Semantics NAND/SCM

Leverages industry standard memory media and emerging datacenter form factors
MAXimizing Memory Versatility
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