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U.S. Department of Energy National Laboratories

Å The U.S. Department of Energy 
(DOE) has 17 national laboratories 
across the country

Å Two separate offices:

ð National Nuclear Security 
Administration (NNSA)

ð Office of Science (SC)

Å The national laboratories complex 
tackles critical scientific 
challenges of our time

Å Serve as the leading institutions for 
scientific innovation 

Å Provide advanced instruments 
and user facilities to the scientific 
community across the globe
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ORNLõs 9 user facilities bring thousands 
of R&D partners to Tennessee each year

Center for Nanophase 
Materials Sciences

Building Technologies 
Research and Integration Center

Carbon Fiber 
Technology Facility

High Flux Isotope Reactor

Manufacturing 
Demonstration Facility

National Transportation 
Research Center

Spallation Neutron Source

Oak Ridge Leadership 
Computing Facility

Center for Structural

Molecular Biology
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OLCFõs Long History

ÅEstablished in 1992 as Center for Computational Sciences, 
re-named to OLCF in 2005

ÅLast 4 supercomputers all debuted at #1 on the TOP500

ÅFirst supercomputer as CCS: Intel Paragon XP/S 5 (5 GF)

Jaguar

1.9 PF*
Multi -core CPU

5.1 MW

Titan
17.6 PF*

Hybrid GPU/CPU

8.2 MW  

2010 2012 2018 2022

Frontier

1.2 EF*

Hybrid GPU/CPU

22.8 MW
Summit

149 PF*
Hybrid GPU/CPU

10 MW

1015

1016

1017

1018

* Latest available TOP500 double -precision HPL achieved performance
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OLCF by the Numbers

30%
ASCR 
ALCC

10%
Directorõs 
discretionary

60%
INCITE 
leadership -

class 

computing

Users access OLCF through 

3 competitive programs (Hours)

~1,500 annual users 
worldwide from

250+ institutions

5,800 confirmed peer -
reviewed publications 

since 2012

12 Gordon Bell Prizes
& 4 #1 Top 500 systems 

QCUP has supported 127 
projects with 356 users

Mission:  Provide Leadership Computing to 
researchers in U.S. industry, institutions of 
higher education , national laboratories  

and other Federal agencies .

50% 
Universities

40%
Federal Agencies

10%
Industry
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OpenOLCF Security Enclaves

Open

Å Allows password 
authentication

Å No export control 
restrictions

Å UCAMS / XCAMS 

Å Separate filesystems, 
compute resource, 
DTNs

Å Ascent, training 
resource

Å Themis, longer term 
storage

Moderate

Å Requires 2-factor authentication

Å Frontier, Summit, Andes

ÅMultiple levels based on Export Control review

Å Category 1

ðNo export control restrictions

ðAccess to HPSS

ðAllowed to share with other projects on the system

Å Category 2

ðLimited export control restrictions

ðNo HPSS

ðNot allowed to share with other projects on the system

Enhanced

Å 2-factor authentication, 
from allowed IPs only

Å HIPAA or ITAR 
regulations

Å Separate filesystems 

Å Separate login nodes

Å Separate DTNs

Å No long -term storage

Å Access OLCF compute 
resources through the 
SPI Citadel framework

Enhanced
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Summit status

ÅSummit - IBM POWER9 + NVIDIA V100

ð Delivered in 2017, allocations began in 2018

ð 4,600 nodes - 2x POWER9 CPUs + 6x V100 GPUs

ð #1 on TOP500 with 122.30 PF at debut, June 2018

Å Remained in the top 2 for the first 4 years of its life

ð 200 Peta-Flop/second theoretical (148.6 on HPL)

ð 3 Exa-Flop/second mixed-precision (2.9 on HPCG)

ÅAfter 6 years of faithful service, Summit is scheduled 
for decommissioning November 2024

ð >200 million node-hours of science delivered

ð #1 on TOP500 at debut, remains #9 today

In Loving Memoryé
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Highlights of Summitõs Last Year

ÅSystem utilization remains over 90%

ÅSummitPLUS

ð The primary allocation program for Summitõs final year

ð 180 applications into >100 awarded projects across a wide range 
of disciplines

ÅServed as the largest supercomputer available to the National 
Artificial Intelligence Research Resource (NAIRR) program

ð Supported 8 projects through NAIRR

ÅSuccessfully supported 2 projects requiring CITADEL security 
framework

ð CITADEL is a strict security framework enabling the use of PHI, PII, 
ITAR, and other secure data
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Frontier status

ÅFrontier debuted on TOP500 in June 2022 at 1.102 EF

ÅBegan allocations in April 2023

Å9,408 nodes - 1x AMD EPYC CPU + 4x AMD MI250X

ÅHigh-temperature water cooling

ÅDebuted at #1, currently #1 with 1.206 Exa-Flop/sec

ð Just the 0.104 EF difference between debut & now 
would place just outside of top-10

ÅNear 2 Exa-Flop/second theoretical (1.206 on HPL)

Å#2 on HPCG at 14.05 Exa-Flop/second mixed-precision

Å#13 on GREEN-500, only outranked by a >100 PF 
supercomputer by LUMI (by <1%)

ð LUMI is the same architecture, just a little smaller!
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Frontier-scale extreme weather  and jet engines

GE resurrects the propfan aircraft engine, cutting fuel burn 
by 20%

Left and below center: 
The novel GE RISE engine 
featuring open fan blades

Below: A GE 
Aerospace 
visualization of 
turbulent flow 
in the tip region 
of an open 
fan blade 

Left: A simulated atmospheric 
river making landfall. The gray 
is water vapor, and the colors 
are precipitation

Above: A high -resolution 
animation of the E3SM 
earth system model

Above: A E3SM 
Atmosphere 
Model (SCREAM) 
simulation of a 
tropical cyclone 


